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Inference for the Integrated Variance

Under a Jump-Diffusion model, we can write the price of an asset as the combination
of a continuous term and a discontinuous term:

X, = X{+ X{

Using the bipower variance estimator, we learned how to separate prices moves (returns)
coming from the continuous part, from those returns coming from the discontinuous part.
We wrote the returns of an asset at day ¢ and time ¢ as:

__.c d
Tei =Ty + Ty

We can use the continuous returns to estimate the integrated variance. The estimate is
known as the truncated variance estimator and it is jump-robust:

n

TV, = Z(sz)Q

i=1

The theory indicates that for large n:
t
AP(TY, — [V) 4N (0, 2 [ cgds)
t—1

In order to do inference for the integrated variance, we need an estimator for its asymp-
totic variance.

1 QIV: Quartic Integrated Variation
Define:
LV, = /ttl c2ds

QIV stands for Quartic Integrated Variation. It can be estimated by:

—_— n

QIV, = (SAnyl Z(T;i>4

i=1

Let’s verify the convergence and understand why the term (3A,,)~! shows up. Remember

that:
t;
Ty = / csdsZy
’ ti—An

Page 1



Econ 672 & 872 - Empirical Methods in Financial Econometrics Fall 2019

To simplify the argument, consider that ¢, is constant:

Then, let’s study the convergence of just the sum of the continuous returns to the 4th
power:

Z(th,z')4 = Z A?LCQZ;;‘

i=1 i=1
= (*A,) (An > Z;fi>
i=1
We can use the law of large numbers on the right most term:

Anzn:foi —E[2'] =3

i=1
The left most term converges to 0:
2
‘A, — 0

Putting both together we would get:

n

Z(th,i)4 —0

i=1
But what we want to estimate is ¢?. In order to fix that, we multiply by the term (3A,,)~':

n

2 n
) ) = (a2t e
=1

i=1

These adjustments ensure that:

o t
QLV, — / c2ds
t—1

2 Confidence Interval for the Integrated Variance

Now, we discuss how to compute confidence intervals for the integrated variance, given
the truncated variance estimator and the quartic integrated variance estimator.

The first approach is using the asymptotic theory, which tells us that TV is asymp-
totically normal and centered around IV. This approach is computationally faster, but
requires the user to have derived the asymptotic distribution result.

The second approach is based on the bootstrap method. The idea is to obtain samples
of returns from the same distribution, use these new samples to compute the truncated
variance estimator multiple times, which gives us the asymptotic distribution of TV by
brute force. While this approach does not rely on having derived the asymptotic results,
it is computationally intensive.
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2.1 Using the Asymptotic Distribution

The estimator @T/ ., can be used to construct confidence intervals for IV;. The asymp-
totic theory implies that for large n we have:

_%TV,: —.[Vt d

A L N(0,1)

n —_—

2Q1V,

We can use this result to construct a confidence interval for I'V;:

IV, € | TV, + qz(a/2)V A2QIV,, TV, + qz(1 — a/2)\ A2Q1V,

with probability 1 — «, where gz(«/2) is the /2 quantile of the standard normal (e.g.:
qz(5%/2) = —1.96).

Notice that we can simplify the confidence interval by opening the expression inside
the square-root:

— 1 &
m: 2An3TZ(Tg,i)4

Using this simplification we can write the confidence interval as:

n

n 2
Z(th,i>47 TVi+qz(1 —a/2) 3 Z(Tf,i)4
i—1

=1

CI(IViy,a) = [TV + qz(a/2)

[GVRI

2.2 Using the Bootstrap Method

The bootstrap is an alternative way to create confidence intervals for a statistic of interest.
We will discuss a bootstrapping scheme based on Hounyo (2013)), Gongalves and Meddahi
(2009) and Dovonon et al. (2014)).

The idea of the bootstrap is to use the data that we already have to obtain "new" sam-
ples from the same distribution. The idea is to draw random samples (with replacement)
from the observed data. That is, we resample with replacement the original sample,
generating a "'new" sample from the same distribution. Then we use these new samples
to compute the estimator of interest multiple times. We then use the fluctuations of the
estimators to construct the confidence interval.

Let’s fix T'= 1, then we have n observations of continuous returns in a day:

C

Cc C
T, Toy. ..., Ty

We want to draw new samples from these returns. However, the new samples must respect
the heteroskedasticity (time-varying variance) over the day. To do so, we will partition
the day into non-overlapping segments of length £,, so that there are M divisions in a
day.

C c c C c c C c c
7’1,7“2, e ,Tkn7rkn+1,rkn+2, e ,7°2kn, e 7T(M—1)k‘n+1’r(M—1)k2n+27 “ e ’ern

1st 2nd Mth
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We must have Mk, < n. In practice we will divide the day into an integer number of
segments so that Mk, = n.

Now, to generate a new random sample we draw k, returns with replacement from
each of the M divisions:

~C

~C ~C =C ~C =C =~C ~C =~C
T’l, Tz, e 77akn7rk'n+17 Tkn+2, “ e ,7’2kn, e ,T(M_l)k_n_,’_l, T(M—l)kn+27 “ e 7ern

1st 2nd Mth

Use this new random sample to compute the truncated variance estimator:

Mky

V=3 (%)

Store TV and repeat the process: draw a new random sample from the original data
and compute a new TV estimator. After repeating this a sufficient number of times (say
10000), we have a collection of estimators:

BS(TV) = {ﬁl, WQ, e ,ﬁloooo}

To construct the confidence interval for IV we compute the quantiles of the set above.
For example, if we compute the 2.5% and 97.5% quantiles (gps(rv)) of the set, then the
confidence interval is given by:

CI(TV,5%) = |gpsrv)(2.5%), aps(v)(97.5%))|

The bootstrap is useful because it avoids having to compute the asymptotic variance
of the estimator, which can be quite hard in some cases. However, it does require a lot
of computational power, since you need to draw a big number of random samples and
re-compute the estimator every time, and then repeat the process for every day of your
sample. It is important to know that the confidence intervals computed via bootstrap
are no better or worse than the ones from the asymptotic theory. Additionally, there
are stringent conditions to guarantee that the bootstrap confidence interval is valid. In
this context, arguments from Li, Todorov, and Tauchen (2015) justify the use of the
bootstrap.

3 Confidence Interval for the Annualized Integrated
Variance

The estimates for the integrated variance are often converted to annualized measures. To
obtain the confidence intervals for the annualized integrated variance we need to make
use of the Delta method. The Delta Method is a useful result that allows us to quickly
change the units of measurement of an estimator and adapt its limiting distribution.

Suppose we have an estimator 0, of some statistic we care about 6. Additionally,
suppose we know its limiting distribution:

V(0 — 0) 5 N (0,0?)
Given a function g : R — R that is differentiable at 6, then:

Vi(g(8a) = 9(8)) = N (0,4/(6)%0)
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That is, by rescaling the estimator with a smooth function we only change the variance
of the asymptotic distribution. This result is known as the Delta method.

We can use the Delta Method to obtain the asymptotic distribution of annualized
versions of the estimators we have studied so far. For example, if there are no jumps:

1 t
ARE(RV; — IV)) % N (0, 2/ cgds)
t—1

Notice that:

Define the functions:

g:T— V22 Xx

Then the asymptotic distribution of the annualized RV is:

_1 t
Ap? (\/252th — \/252IVt) 4N (0, g(IV,)?* -2 /t » cf,ds)

Using the notation from last lecture:

A (\J252RV, - \/2521V,) 5 N (0.9/(IV)? - 2Q1V,)

Plugging in estimators for the new asymptotic variance we get:

_14/252 — /2521
VIRV VIRV,
g/<TVt) QQIVt

We can use the asymptotic distribution to create confidence intervals for the annualized
integrated variance.

A
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